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Abstract

A maximum likelihood estimation method is proposed to fit an asymmetric multidimensional scaling model to a set of asymmetric data. This method is based on successive categories scaling, and enables us to analyze asymmetric proximity data measured, at least, at an ordinal scale level. It enables us to examine not only the appropriate scaling level of the data, but also the appropriate dimensionality of the model, using AIC. Prior to or in fitting the asymmetric MDS model, it is important to verify that the data are sufficiently asymmetric. Some variants of symmetry hypotheses are developed for this purpose. Since the emphasis in our paper is not on hypothesis testing, but on model diagnosis, we compare several candidate models including models with these hypotheses based on a similar model comparison idea using AIC. The method is applied to artificial data and a set of friendship data among nations in East Asia and the USA. Relations to other methods are also discussed.

1. Introduction

Asymmetric relationships are frequently observed in animal as well as human behavior. For example, pecking order is a special asymmetric relationship among a group of hens and cocks (e.g., Rushen (1982)). Asymmetric relationships may become more complicated in humans than in animals. A typical example may be asymmetric sentiment relationships such as one-sided love and hate among members of informal groups in classrooms.

The asymmetric multidimensional scaling is a method which is specifically designed to analyze such asymmetric relationships among members and display them graphically by plotting each member in a certain dimensional space, given an asymmetric square data matrix \( S \) of order \( n \) whose \((i, j)\)th element, \( s_{ij} \), denotes the proximity of member \( i \) to member \( j \). If we are interested in the change in these relations over time, then we have to obtain longitudinal, asymmetric square data matrices, say \( S_1, \ldots, S_T \). In some cases \( s_{ij} \) may be dichotomous as in the pecking order data, but in other cases these may be measured at an ordinal, interval, or ratio scale level.

The asymmetric multidimensional scaling which has been developed in psychometrics since the work of Young (1975) is an extension of the method called the multidimensional scaling for symmetric data, abbreviated traditionally as MDS. Hereafter we shall abbreviate asymmetric multidimensional scaling as asymmetric MDS in order to distinguish it from the traditional symmetric MDS.
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Although various asymmetric MDS methods have been proposed, these methods have remained to be descriptive. By contrast, we will propose a maximum likelihood method for asymmetric MDS, which extends MAXSCAL Takane (1981) to asymmetric relational data. It enables us, for example, to examine not only the appropriate scaling level of the data but also the appropriate dimensionality of the configuration of members using AIC (Akaike, 1973). It also enables us to perform some tests of symmetry for a given asymmetric data set. These tests enable us to verify that the data are sufficiently asymmetric. We shall introduce two types of tests for symmetry. One type is a symmetry test to be performed prior to the application of our method to the data. It is a special test for conditional symmetry, and can be used to examine indirectly the validity of applying asymmetric MDS to the data. The other type of symmetry test pertains to a symmetry hypothesis to be tested in the scaling step. We shall introduce two kinds of tests of this type. These tests can be used to examine directly the validity of applying asymmetric MDS.

Traditionally, the symmetry hypothesis and its variants are tested using $\chi^2$ statistics (for example, Birch (1963), Bishop et al. (1975), Bowker (1948), Caussinus (1965), Cramér (1946), Goodman (1985) and McNemar (1947)). However, these statistics have several disadvantages. For example, their use for model comparison is limited to the case in which models to be compared constitute a hierarchical structure. Ramsay (1980) shows that the asymptotic $\chi^2$ statistic tends to be too liberal in a small sample situation. De Rooij and Heiser (2005) point out that the asymptotic $\chi^2$ statistics tend to dismiss all models except for the saturated model when the sample size is large.

Information criteria such as AIC, on the other hand, can be used to compare various models with nonhierarchical structure. Moreover, since AIC rank-orders all competing models from the best to the worst, there is no need to worry about controlling the errors in comparing these models. In the traditional goodness-of-fit tests, on the other hand, a series of tests are typically performed to identify the best model, each comparing two nested models at a time. This renders controlling the two kinds of errors (Type 1 and Type 2) extremely difficult, if not impossible. Therefore, we shall utilize information criteria rather than the asymptotic $\chi^2$ statistic to compare the scaling levels of the data, dimensionalities of the model, and several variants of symmetry hypotheses introduced in this paper.

Basic models, the maximum likelihood criterion, and algorithms are essentially based on MAXSCAL by Takane (1981), except that one of the constituent sub-models, that is, the representation model is replaced by that of Okada and Imaizumi (1987). For this reason, we shall call our method ASYMMAXSCAL-OI which means that it is a MAXSCAL applied to the Okada–Imaizumi model (abbreviated hereafter as the OI model) for asymmetric MDS.

The organization of this paper is as follows. In Section 2 we shall describe our method. In Section 3.1 we shall introduce a special test for symmetry to be performed prior to the scaling step, and in Section 3.2 two other tests to be performed in the scaling step. We shall show the asymptotic $\chi^2$ statistics for these tests in these sections in order to clarify the distinction between the traditional symmetry hypotheses and ours. In Section 4 we shall discuss a model selection method. In Section 5 we shall show examples of application of our method to synthetic and actual data sets. Finally, in Section 6 we shall give some concluding remarks.

2. Method

2.1. Sub-models

In ASYMMAXSCAL as well as MAXSCAL, subjects’ responses are not the usual proximities, $s_{ij}$’s, defined in the previous section, but rating scale categories in which subjects place certain error-perturbed proximities. For example, suppose that each subject is asked to judge the degree of friendliness of one of the governments of five nations, say, Japan to another of them, say, the USA on a 5-point rating scale with categories, “very friendly”, “friendly”, “neither friendly nor hostile”, “hostile”, “very hostile”, as will be described in Section 5.2. Suppose further that a subject judges that the government of Japan is hostile to that of the USA. Then, his or her response is the fourth category, which is not the usual proximity in the context of asymmetric MDS.

Let us introduce first the population value corresponding to $s_{ij}$ which we call the proximity model hereafter. In ASYMMAXSCAL, we assume that the proximity model is error-perturbed to give rise to a psychological value, which we call the error-perturbed proximity. We ask subjects to place it in one of the $M$ rating scale categories, which are nothing but subjects’ responses in ASYMMAXSCAL.

Subjects’ responses are assumed to be determined by the following three sub-models: the representation model, the error model, and the response model, according to MAXSCAL. The representation model specifies the model of proximities (e.g., the Euclidean distance model). The error model specifies the distribution of the error-perturbed proximities (it describes how the value of the representation model is error-perturbed to generate error-perturbed proximities). In this paper we assume the normal distribution. The response model specifies the mechanism by which responses of specific form are generated. It assumes that proximities are placed in a particular category whenever error-perturbed proximities fall between the lower and the upper bounds of the category. This is similar to the law of successive categories (Torgerson, 1958).

2.1.1. The representation model

The representation model specifies the representation of the proximity. Any extant model for asymmetric MDS may be chosen as the representation model in principle. In this paper, however, we will restrict our attention to the OI model (Okada...
This model represents the symmetric part and the skew-symmetric part of the square asymmetric matrix by the Euclidean distance and the difference in the radii of circles (spheres, hyperspheres) centered at the points of the objects in that space, respectively. In the OI model, the proximity model of object $i$ to object $j$, $g_{ij}$, is defined as

$$g_{ij} = d_{ij} - r_i + r_j,$$

where $r_i$ is the radius of the circle attached to object $i$ and

$$d_{ij} = \left[ \sum_{a=1}^{A} (x_{ia} - x_{ja})^2 \right]^{1/2},$$

where $x_{ia}$ is the coordinate of object $i$ on the $a$th dimension, and $A$ is the dimensionality of the space. According to their model, an object with larger radius is more proximate to an object with smaller radius than vice versa. Okada and Imaizumi (1987) introduced these parameters in order to represent the skew-symmetry contained in $g_{ij}$, but did not consider what kinds of psychological processes underlie these parameters. However, Okada and Imaizumi (1997) interpret the term, $r_j - r_i$, as a dominance effect as discussed in Zielman and Heiser (1996).

A distinguished feature of the OI model pertains to its simple form. It is a special case of the very general model by Holman (1979)

$$p_{ij} = F \left[ b_i^{(i)} + b_j^{(j)} + z_{ij} \right],$$

where $p_{ij}$ is a real-valued function of several parameters. Here, $F$ is an increasing function, while $z_{ij}$ is a symmetric similarity function, and $b_i^{(i)}$ and $b_j^{(j)}$ are bias functions on the individual objects. In the OI model the row bias $b_i^{(i)}$ is equivalent to the negative of the column bias $b_j^{(j)}$ in the Holman model. However, one may consider such a model too simplistic because this model has no bias components for the symmetric part of $g_{ij}$ (Zielman and Heiser, 1996).

The Holman model includes various asymmetric proximity models such as the quasi-symmetry models (Bishop et al., 1975; Caussinus, 1965) and the similarity choice model (Luca, 1959, 1963). These models have scored a long-standing success compared with alternative models of identification confusion (e.g., Ashby and Perrin (1988), Smith (1980), Takane and Shibayama (1986) and Townsend and Landon (1983)) as Nosofsky (1991) pointed out. The OI model has an advantage of visualizing the asymmetries contained in the estimated configuration of objects easily over various variants of the quasi-symmetric model as discussed in De Rooij and Heiser (2003).

We also introduce a “saturated” representation model abbreviated as the SR model. This model takes $g_{ij}$ ($i, j = 1, \ldots, n$) as parameters. It is used to test one of the symmetry hypotheses to be mentioned below. The estimates of $g_{ij}$’s are utilized to compute the initial values of the parameters for the representation model of interest.

### 2.1.2. The error model

As already discussed, the $g_{ij}$’s are assumed to be error-perturbed by some process to yield error-perturbed proximities. Takane (1981) assumes the additive error model with the normal distribution, and the multiplicative error model with the log-normal distribution. The latter implies that $g_{ij}$’s are nonnegative, so that it contradicts with some representation models in which $g_{ij}$’s can be negative as with the OI model. Thus, we assume the following additive error model only:

$$\begin{align*}
\tau_{ij}^{(k)} &= g_{ij} + e_{ij}^{(k)} \\
e_{ij}^{(k)} &\sim N (0, \sigma^2),
\end{align*}$$

where $k$ indicates a subject. MAXSCAL allows for individual differences, and thus $\sigma$ has subscript $k$. However, $\sigma_k$’s are incidental parameters, and it is often unnatural for subjects to judge the proximities among the same set of objects many times in a short period. Therefore, we assume that subjects make one and only one proximity judgment per data set. Our additive error model corresponds to the case in which subjects are viewed as replications in MAXSCAL. The index $k$ is suppressed hereafter.

### 2.1.3. The response model

Let us suppose that subjects place error-perturbed proximities in one of the $M$ rating scale categories $C_1, \ldots, C_M$. These categories are assumed to be represented by a set of ordered intervals with upper and lower boundaries on a psychological continuum. If we denote the upper boundary of the $m$th category by $b_m$, then

$$-\infty = b_0 \leq b_1 \leq \cdots \leq b_m \leq \cdots \leq b_{M-1} \leq b_M = \infty.$$ 

The probability that the error-perturbed proximity of object $i$ to object $j$, $\tau_{ij}$, falls in $C_m$ is given by the

$$p_{ijm} = pr \left( b_{m-1} < \tau_{ij} \leq b_m \right).$$
Under the additive error model of (2) and (3) can be written as

\[ p_{ym} = \int_{b_m}^{b_n} \phi(\tau_g) \, d\tau, \]  

(4)

where \( \phi \) is the density function of the normal distribution with mean \( g_y \) and variance \( \sigma^2 \). By replacing \( \frac{(\tau_g - g_y)}{\sigma} \) with \( z \) we can obtain

\[ p_{ym} = \int_{a_{ym}}^{a_{ym}'} f(z) \, dz, \]  

(5)

where \( f \) is the density function of the standard normal distribution, and

\[
\begin{cases}
  a_{ym} = \frac{b_{m-1} - g_y}{\sigma} \\
  a_{ym}' = \frac{b_m - g_y}{\sigma}
\end{cases}
\]  

(6)

If we let

\[ F_{ym} = \int_{-\infty}^{a_{ym}} f(z) \, dz, \]  

(7)

then

\[ p_{ym} = F_{ym} - F_{ym}^{(m-1)}. \]  

(8)

Here, \( b_m \)'s \( (m = 1, \ldots, M - 1) \) are not necessarily equally spaced. They are unrestricted except for the implicit ordinal restriction, that is, \( b_1 \leq b_2 \leq \cdots \leq b_{M-1} \). These categories constitute an ordinal scale. On the other hand, if the \( b_m \)'s are assumed to be equally spaced, then we may impose the linear constraint:

\[ b_m = \alpha m + \beta, \quad (\alpha > 0; \ 1 \leq m \leq M - 1), \]  

(9)

where \( \alpha \) and \( \beta \) denote a scale factor and an additive constant, respectively. These categories constitute an interval scale.

### 2.2. Maximum likelihood criterion

Let us now introduce an indicator variable \( Z_{ymk} \) which takes the value of one when subject \( k \) rates the proximity of object \( i \) to object \( j \) into \( C_m \), and zero otherwise. That is,

\[ Z_{ymk} = \begin{cases} 
1 & \text{when } o_{jk} \in C_m \\
0 & \text{otherwise},
\end{cases} \]  

(10)

where \( o_{jk} \in C_m \) means that the proximity of object \( i \) to object \( j \) for subject \( k \) \((o_{jk})\) is placed into \( C_m \). Readers should distinguish the notation of the response \( o_{jk} \) from the variable \( r_{jk}^{(k)} \). The judgments for all combinations of objects are assumed to be mutually independent, so that the joint likelihood of the total observations is written as

\[ L = \prod_{i} \prod_{j} \prod_{m} P_{ym}^{Y_{ym}}, \]  

(11)

where \( Y_{ym} = \sum_{k=1}^{N} Z_{ymk} \). We will maximize the logarithm of \( L \) in (11) over all the parameters in those three sub-models.

It is well known that all judgments are likely to be independent under the single-judgment condition, where each subject judges only one pair of objects, with randomly sampled subjects. However, under the multiple-judgment condition, where each subject judges all pairs of objects, the judgments may or may not be independent (Bock and Jones, 1968, p. 16).

### 2.3. Algorithm

We use Fisher’s scoring algorithm as in the original MAXSCAL to maximize the log-likelihood. We update a vector of unknown parameters \( \theta = (\theta_1, \ldots, \theta_{N_p})' \) by the following formula, where \( N_p \) being the total number of unknown parameters:

\[ \theta^{(q+1)} = \theta^{(q)} + \varepsilon^{(q)} I(\theta^{(q)})^{-1} u(\theta^{(q)}), \]  

(12)

where \( q \) is the index of iteration number, \( \varepsilon \) is a step-size parameter, and the vector \( u(\theta) \) and the matrix \( I(\theta) \) are defined by

\[ u(\theta) = \left( \frac{\partial \ln L}{\partial \theta} \right), \]  

\[ I(\theta) = \mathbb{E}[\partial \ln L / \partial \theta \partial \ln L / \partial \theta'], \]  

where \( \mathbb{E} \) is the expectation operator. The maximization process stops when the log-likelihood has converged.
Jeffreys shows two different arrangements of the original data, which correspond to two formally different sampling designs. Type A design assumes that each row \( (Y_{ij1}, Y_{ij2}, \ldots, Y_{ijM}) \) follows a multinomial distribution with parameter \( n_{ij} \) which is given by

\[
1 = \sum_{m=1}^{M} Y_{ijm},
\]

and

\[
I(\theta) = E \left[ \left( \frac{\partial \ln L}{\partial \theta} \right) \left( \frac{\partial \ln L}{\partial \theta} \right)^\prime \right] = -E \left( \frac{\partial^2 \ln L}{\partial \theta \partial \theta^\prime} \right).
\]

The information matrix \( I(\theta) \) is singular due to the nonuniqueness of scale and location of \( g_i \)'s for the SR model. Specifically, the transformation \( g_i = \psi g_i + \mu \) by arbitrary constants \( \psi \) and \( \mu \) in (6) can be compensated for by the transformations on category boundaries and \( \sigma \), i.e., \( b_m = \psi b_m + \mu \) and \( \bar{\sigma} = \psi \sigma \). The solution of the OI model is also not unique with respect to the size, the origin and the rotation of the stimulus configuration, and with respect to additive constant in the radii. Thus, we replace the regular inverse in (12) with the Moore–Penrose inverse.

The next task is to evaluate \( u(\theta) \) and \( I(\theta) \) in formula (12). It is easy to see from (11) that

\[
u(\theta) = \sum_{i} \sum_{j} \sum_{m} \frac{Y_{ijm}}{p_{ijm}} \left( \frac{\partial p_{ijm}}{\partial \theta} \right),
\]

and

\[
I(\theta) = \sum_{i} \sum_{j} \sum_{m} \frac{n_{ij}}{p_{ijm}} \left( \frac{\partial p_{ijm}}{\partial \theta} \right) \left( \frac{\partial p_{ijm}}{\partial \theta} \right)^\prime,
\]

where \( n_{ij} = \sum_{m=1}^{M} Y_{ijm} \). Here, we have from (8)

\[
\frac{\partial p_{ijm}}{\partial \theta} = \frac{\partial F_{ym}}{\partial \theta} - \frac{\partial F_{y(m-1)2}}{\partial \theta},
\]

(13)

and

\[
\frac{\partial F_{ym}}{\partial \theta} = \frac{\partial F_{ym}}{\partial \alpha_{ym}} + \frac{\partial F_{ym}}{\partial \beta_{ym}}.
\]

(14)

We approximate the distribution function \( F_{ym} \) of the standard normal distribution by that of the logistic distribution given by

\[
F_{ym} = \frac{1}{1 + e^{-a_{ym}}},
\]

where \( c \) is a specific constant, since the density function of the normal distribution cannot be integrated in closed form, while that of the logistic function can, and consequently is easier to handle. We use \( c = 1/0.569 \) that is shown by Jeffreys (1973) to give a better approximation than \( c = \pi/3^{1/2} \) used by Takane (1981). Then the first factor on the right-hand side of (14) is given by

\[
\frac{\partial F_{ym}}{\partial \alpha_{ym}} = -F_{ym}(F_{ym} - 1)c.
\]

(15)

Finally, we need to evaluate \( \partial \alpha_{ym}/\partial \theta \) for \( l = 1, \ldots, N_p \).

In updating \( \theta \) in (12), it is important to choose appropriate initial values. We may use estimates of the SR model for this purpose. We may apply an appropriate method to \( G^* = \{ g_i^* \} \), where \( g_i^* \) is the estimate of \( g_i \). The solution can be viewed as a set of reasonable initial values of these parameters. The \( b_m \)'s (or \( \alpha \) and \( \beta \)) and \( \sigma \) estimated with the SR model are also viewed as their own reasonable initial values in the OI model estimation. Therefore, it might be useful to conduct the two-step procedure, that is, to deal with the SR model estimation first, and then to use the result in the subsequent OI model estimation.

3. Tests for symmetry

In this section we shall introduce a special test for conditional symmetry and two variants of symmetry tests. All of them are introduced to verify that the data are sufficiently asymmetric to apply any asymmetric MDS.

We show the asymptotic \( \chi^2 \) statistics for these tests in order to clarify the distinction between the traditional symmetry hypotheses and ours. However, in the actual application we recommend to use AIC as better alternatives, for reasons which we have already pointed out in Section 1. In this case we may compare values of the criteria under these hypotheses simultaneously.

3.1. A symmetry test prior to fitting the asymmetric model

In this subsection we propose a test for conditional symmetry. It enables us to diagnose the validity of applying any asymmetric model to the set of asymmetric data under study. Since we use the method of successive categories, subjects’ proximity judgments from objects to objects can be compiled into a special three-way contingency table, that is, the \( n \times n \times M \) table.

Fig. 1 shows two different arrangements of the original data, which correspond to two formally different sampling designs. Type A design assumes that each row \( (Y_{11}, Y_{12}, \ldots, Y_{1M}) \) follows a multinomial distribution with parameter \( n_i \) which
Two symmetry tests in the scaling step

We shall discuss them in the next subsection.

The conditional symmetry test just introduced assumes none of the models for asymmetric scaling. ASYMMAXSCAL enables us to test two different symmetry hypotheses, both of which assume the error model and the response model.

The conditional symmetry test just introduced assumes none of the models for asymmetric scaling. ASYMMAXSCAL enables us to test two different symmetry hypotheses, both of which assume the error model and the response model.

We shall discuss them in the next subsection.

3.2. Two symmetry tests in the scaling step

One symmetry test in the scaling step is the test for the symmetry hypothesis based on the SR model. This hypothesis is defined by

$$H_{0}^{(s)} : g_{ij} = g_{ji}, \quad (1 \leq i < j \leq n).$$

Another test for the symmetry hypothesis based on the SR model takes the form

$$H_{0}^{(s/sr)} : g_{ij} - g_{ji} = 0, \quad (1 \leq i < j \leq n).$$
We test $H_0^{(s/a)}$ using $\theta^*$, the estimate of $\theta$. The Wald statistic (Wald, 1943; Aitchison and Silvey, 1960) for $H_0^{(s/a)}$ is written as

$$Z_{s/a} = h(\theta^*)' [H(\theta^*)^{-1}1(\theta^*)^{-1}]^{-1} h(\theta^*),$$

(19)

which asymptotically follows the central $\chi^2$-distribution with $v_{s/a} = n(n - 1)/2$ degrees of freedom under $H_0^{(s/a)}$. Here, $h(\theta) = (h_1, \ldots, h_{v_{s/a}})$ is the vector of $g_{ij} - g_{dp}$, and $H(\theta)$ is the $(N_p - 2) \times v_{s/a}$ Jacobian matrix whose $(i,j)$th element is $\partial h_i/\partial \theta_j$. We remove $\sigma$ and one of the $b_m$'s or $\beta$ from $\theta^*$ in order to make $I(\theta^*)$ nonsingular in computing (19).

The other symmetry test in the scaling step is the test for the symmetry hypothesis based on the OI representation model. This hypothesis is represented by

$$H_0^{(s)}: r_i - r_{i+1} = 0, \quad (1 \leq i \leq n - 1).$$

(20)

If we use the Wald statistic as in (19), $Z_{s/a}$ may be affected due to the nonuniqueness of the OI solution, and may become more complicated than that of the SR solution. An alternative method is to use the likelihood ratio statistic, $-2 \ln \left[ L^{(s/a)} - L^{(a)} \right]$, which asymptotically follows the central $\chi^2$-distribution with $v_{s/a} = n - 1$ degrees of freedom under $H_0^{(s/a)}$. Here, $L^{(a)}$ is the likelihood of the OI model, and $L^{(s/a)}$ is that of the OI model under $H_0^{(s/a)}$. The latter representation model is equivalent to the Euclidean distance model, $g_{ij} = d_{ij}$.

4. Model selection

In this section we shall discuss the model selection method in ASYMMAXSCAL-OI which uses an information criterion. Various alternative criteria have been proposed since AIC was introduced by Akaike (1973). Which of these criteria should we choose? Winsberg and Carroll (1989) chose AIC and BIC, but with symmetric MDS. In general, however, the two criteria do not necessarily lead to the same conclusion about the dimensionality. As Schwarz (1978) points out, BIC leans more than AIC towards lower-dimensional models when there are 8 or more observations, and the criteria differ markedly from each other. In fact, Winsberg and Carroll confronted with the difficulty of deciding the dimensionality of their model, and examined the interpretability of their solutions to overcome it.

According to the recent literature on such a conflict between AIC and BIC, it is clear that no model selection criterion with a deterministic penalty can simultaneously enjoy the properties of AIC and BIC (Yang, 2005, p. 938). Thus, Yang suggests that one should keep the specific objective of inference in mind when conducting model selection. Considering that AIC is minimax-rate optimal for estimating the regression function and BIC is consistent in selecting the true model (Yang, 2005, p. 937), we may choose AIC if the objective is to choose the best model in the sense of prediction, and may choose BIC if it is to choose the true model. We have chosen AIC since our objective in this paper is not necessarily to choose the true model, but to choose the best model. Takane (1981) uses AIC as the model selection method in MAXSCAL.

The AIC associated with a model is defined by

$$AIC = -2 \ln L + 2v_p,$$

where $L$ is the maximum likelihood of the model and $v_p$ is the effective number of parameters in the model. The model which gives the minimum AIC value is considered the best fitting model.

Table 1 shows the various candidate models and the corresponding hypotheses as well as $v_p$’s of the models. The second, fourth, and sixth models pertain to various symmetry hypotheses, while the other models do not. In ASYMMAXSCAL we shall compute AIC’s of all of these models, and compare these values for choosing the most appropriate one among the models.
5. Examples

We will show the result of a small Monte Carlo study to evaluate the performance of parameter recovery. We will also show the result of an application to the friendship data among nations in East Asia and the USA.

5.1. Monte Carlo study

A small Monte Carlo study was executed in order to investigate parameter recovery with the present method for the OI model. We generated true coordinates and radii for six objects in a two-dimensional space from uniform random values, first. As in Okada and Imaizumi (1987), the dispersion of constructed $g_{ij}$s which are defined by (1) is written as

$$\sum_{i \neq j} (g_{ij} - \bar{g})^2 = \sum_{i \neq j} (d_{ij} - \bar{d})^2 + 2n^2 \text{var}(r_i), \quad (21)$$

where $\bar{g}$ and $\bar{d}$ are the means of $g_{ij}$s and $d_{ij}$s, respectively. The first and the second terms on the right-hand side of (21) pertain to the symmetric and skew-symmetric components of $g_{ij}$s, respectively. Although the ratio of the second term to the first term might affect the parameter recovery, we adjusted the true radii so that it takes 0.5, considering Okada and Imaizumi’s results.

Fig. 2 illustrates the locations of the true category boundaries and the true proximity models on the psychological continuum used in the Monte Carlo study. The true category boundaries in the “shift zero” case were determined so that their mean was equivalent to $\bar{g}$ and they were equally spaced with the unit interval in both of ordinal scale trials and interval scale trials. In other cases, the true category boundaries were shifted $-1.0$, $-0.5$, $0.5$, and $1.0$ from the shift zero case.

We generated normal random values with mean zero and variance one (the true $\sigma$), and $r_i$’s according to (2). The number of samples per single proximity judgment was varied 10, 30, and 50. For each combination, thirty replications were run. We have assumed that the true dimensionality and the true scale level were known a priori.

We computed the product moment correlation coefficients between the recovered parameters and the true ones as indices of goodness of recovery. The coefficients between the $g_{ij}$’s constructed from the recovered parameters and the true ones were also computed. The coefficients for category boundaries were not computed in the interval scale trials, because they take the value one for any estimate. Schönemann and Carroll’s (1970) algorithm for a Procrustes problem was applied to the recovered coordinates in order to fit the true ones before computing the coefficients. The indeterminancies of the other parameters are concerned with their scales and/or locations, which do not affect the coefficients. The mean indices were obtained by converting these coefficients to $z$ values, obtaining mean $z$, and converting back to the product moment correlation coefficient, as in Okada and Imaizumi (1987).

Table 2 indicates these mean indices for each combination. As regard the category boundaries in the ordinal scale trials, almost complete recoveries were attained. It might be due to their two-step estimation, that is, $b_\alpha$’s (or $\alpha$ and $\beta$) and $\sigma$ were estimated with the SR model, first, and then their estimates were used as their initial values in the subsequent OI model estimation. The indices of the other parameters increased as the sample size increased. Assigning thirty samples per single proximity judgment seems sufficient to recover the true parameters satisfactorily. However, inappropriate solutions giving some negative $p_{im}$’s were also obtained in the special cases when the true boundaries were shifted $-1.0$ and ten samples were assigned per single proximity judgment under both of the ordinal scale and the interval scale conditions, and in the case when the true boundaries were shifted $1.0$ and ten samples were assigned per single proximity judgment under the interval scale condition. In such a situation, the $r_i$’s associated with the extreme values of $g_{ij}$’s on the psychological continuum might fall in $C_1$ or $C_M$ in most cases, which may not provide enough information for estimation.

5.2. Analysis of national friendship data

We will illustrate the application of ASYMMAXSCAL-OI to the friendship data among nations in East Asia and the USA. Four hundred Japanese university students participated in the survey. The single-judgment sampling was chosen to make
Table 2
Summary of a Monte Carlo study for the OI model

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Ordinal scale boundaries’ shift</th>
<th>Interval scale boundaries’ shift</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>−1.0</td>
<td>−0.5</td>
</tr>
<tr>
<td>Proximity models</td>
<td>10</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.987</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.992</td>
</tr>
<tr>
<td>Coordinates</td>
<td>10</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.995</td>
</tr>
<tr>
<td>Radii</td>
<td>10</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.991</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.994</td>
</tr>
<tr>
<td>Category boundaries</td>
<td>10</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note: The symbol ‘*’ indicates that inappropriate solutions were obtained.

Table 3
The results of the symmetry tests for the national friendship data

<table>
<thead>
<tr>
<th>Symmetry test</th>
<th>Dimensionality</th>
<th>Ordinal scale</th>
<th>Interval scale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\chi^2$</td>
<td>d.f.</td>
</tr>
<tr>
<td>LR test for $H_0^{(s/o)}$</td>
<td>1</td>
<td>34.99</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>35.24</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>37.10</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>37.10</td>
<td>4</td>
</tr>
<tr>
<td>Wald test for $H_0^{(s/o)}$</td>
<td>–</td>
<td>44.46</td>
<td>10</td>
</tr>
<tr>
<td>LR test for $H_0^{(o)}$</td>
<td>–</td>
<td>77.21</td>
<td>–</td>
</tr>
</tbody>
</table>

Although the emphasis in this paper is not on the statistical tests for symmetry but on the diagnosis about candidate models including those with hypotheses about these tests, we first referred to the results of symmetry tests developed in this paper. Table 3 shows this. It is apparent that all the symmetry hypotheses are rejected at the significance level beyond the 0.01 level. These results indicate that the data are sufficiently asymmetric.

Table 4 shows this. It is apparent that all the symmetry hypotheses are rejected at the significance level beyond the 0.01 level. These results indicate that the data are sufficiently asymmetric.

Table 4 shows the summary statistics for the national friendship data. According to AIC, the OI model, especially the three-dimensional OI model under the ordinal scale assumption, is the most realistic model.

Fig. 3 displays the estimated category boundaries with 95% asymptotic confidence intervals in the three-dimensional solution for the OI model. The categories $C_2$ and $C_4$ (labeled as “friendly” and “hostile”, respectively) seem to have larger intervals than that of $C_3$ (labeled as “neither friendly nor hostile”) under the ordinal scale assumption.

It should be noted that these confidence intervals are point-wise. Although none of the confidence intervals indicate significant departures, the joint departure (all of them combined) indicates a significant departure. That is, small piece-wise departures combine into a significant overall departure. This is confirmed by the fact that AIC indicates that the ordinal scale model is better than the interval scale model.

Fig. 4 depicted the configuration and the spheres in the three-dimensional solution for the OI model under the ordinal scale assumption. The principal-axis rotation was performed on the configuration. The sphere associated with Japan is larger than those of the other nations, showing that the friendship of the Japanese government is generally unilateral. That is, Japan is perceived as more friendly to other nations than the other way round. It should be noticed that the spheres associated with all other nations but Japan are very small. These results indicate that most of the skew-symmetric part of the data seems to relate to Japan, and the relationships among the other nations are relatively symmetric.

On the first dimension, the allies of Japan and the USA are located opposite to North Korea, while South Korea and China are located about the middle but slightly closer to these allies and North Korea, respectively. This dimension seems to show the antagonism between Japan–US allies and North Korea. The second dimension seems to represent certain active opposition between the two nations, i.e., Japan and North Korea, and the other nations. The third dimension seems to represent some antagonism of China toward South Korea.
Another analysis was also done using the representation model by Saito (1991),

$$g_{ij} = d_{ij} + \gamma_i + \phi_j.$$  \hspace{1cm} (22)

This model is more flexible than the OI model due to the biases which enables us to represent both of symmetric and skew-symmetric components of $g_{ij}$, but has larger number of parameters. The minimum value of AIC among models pertaining to the Saito’s model was 1005.85 with the two-dimensional case under the ordinal scale assumption. It was larger than 1001.84 with the optimal model described above, i.e., the three-dimensional OI model under the ordinal scale assumption.

6. Discussion

In this paper we proposed a maximum likelihood asymmetric MDS for the OI model. Our method provides an alternative to Kruskal’s (1964a, 1964b) traditional nonmetric approach taken by Okada and Imaizumi (1987, 1997), to the asymmetric ordinal relational data. Our method can potentially be more useful than their method since it provides information other than the configuration of objects, e.g., the most appropriate dimensionality of the model based on AIC, which is more sophisticated than a descriptive statistic such as stress (Kruskal, 1964b; Kruskal and Carroll, 1969). It also provides information as to the reliabilities of point locations in the form of confidence regions. It may be argued that such confidence regions can be derived in any descriptive method by the use of a bootstrap or some other resampling technique (e.g., de Leeuw and Meulman (1986)). However, developing such a procedure for MDS is not as straightforward as in other situations. Most
of the extant MDS assumes no replicated observations. Moreover, it enables us to test the validity of the assumption of asymmetry statistically using several variants of symmetry hypotheses.

The emphasis in our paper is not on hypothesis testing, but on model diagnosis using AIC. If it is of interest, however, we could also examine possible causes of asymmetry in the Type B design data, prior to fitting the asymmetric MDS model. In fact, Chino and Saburi (2006) have recently utilized various tests for symmetry and related hypotheses including the quasi-symmetry by Caussinus (1965), the marginal homogeneity by Stuart (1955), the quasi-independency by Goodman (1968), and so on, given the Type B design data. Such an approach has rarely been fully discussed in the context of asymmetric MDS.

Chino and Saburi (2006) have suggested that the conditional quasi-symmetry hypothesis plays a fundamental role in such an analysis. One of the major reasons is that the notion of quasi-symmetry is more general than that of symmetry. Another reason is that this notion is closely related to the basic feature of some of the extant asymmetric MDS models, as De Rooij and Heiser (2003) has pointed out. Although they only deal with count data, the Type A design data are not confined to count data. Therefore, Chino and Saburi’s idea can be viewed as an extension of De Rooij and Heiser (2003, 2005) in this respect.

We may apply the fundamental ideas and the method proposed in this paper to any of the extant asymmetric MDS models. Some unified algorithm based on these ideas and method for extant asymmetric MDS models may be fruitful and attractive as a topic for future research.
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